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Spin soliton with a negative-positive mass transition
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We obtain a striking spin soliton in a two-component Bose-Einstein condensate and investigate its motions in
the presence of a constant force. The initially static spin soliton first moves in a direction opposite to the force and
then changes direction, showing an extraordinary ac oscillation. The underlying mechanism is uncovered: the
spin soliton can exhibit a periodic transition between negative and positive inertial mass because of a particular
relation between its energy and moving velocity. We then develop a quasiparticle model that can account for this
extraordinary oscillation. Important implications and possible applications are discussed.
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I. INTRODUCTION

The phenomena of ac oscillation generated by a dc drive
are of great interest because of their counterintuitive character
[1-4]. The Josephson ac effect is the famous one. It was
first predicted in the context of electron tunneling across
an insulating barrier between two superconductors [5], in
which a unidirectional driving voltage can result in oscillating
electronic currents. The underlying mechanism is quantum
phase coherence. The Bloch oscillation in solid-state physics
is another example, which describes the motion of an electron
in a periodic potential driven by a dc electric field [6,7]. It
is a direct consequence of the periodicity of the energy band
structure that can induce a transition between the negative
effective mass and positive mass [8]. These striking phenom-
ena not only are interesting in physics but also have impor-
tant applications. For instance, a superconducting quantum
interference device (SQUID) based on the Josephson effect
has been invented that is extremely sensitive to magnetic
measurements [9].

In this paper we report that a spin soliton in a cigar-
shaped two-component Bose-Einstein condensate (BEC) can
also demonstrate the ac oscillation in the presence of an
external unidirectional constant force. The oscillation fre-
quency is proportional to the force, and the amplitude is in-
versely proportional to the force. The underlying mechanism,
however, is distinct from the phase-coherent mechanism of
a typical Josephson oscillation in superconductors [5] and
many other Josephson-like oscillations in various quantum
systems [10-14]. We find that the inertial mass of the spin
soliton can exhibit a periodic transition between negative and
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positive values because of a particular relation between its
energy and moving velocity. This is somewhat similar to what
occurs in the Bloch oscillation [6-8]; however, the periodic
potential is absent and the nonlinear interactions between the
degenerate atoms play an important role in our situation. This
inertial mass transition effect implies that the spin soliton can
sometimes accelerate along the force direction and sometimes
accelerate in the opposite direction, leading to an ac oscilla-
tion. We then develop a quasiparticle model to describe the
motion of the spin soliton that can quantitatively account for
this extraordinary oscillation. An experimental observation,
important implications, and a possible application to weak
force measurements are discussed.

This paper is organized as follows. In Sec. II we introduce
a physical model and deduce an exact spin soliton solution.
We demonstrate the ac oscillation of a spin soliton driven
by a constant force in Sec. III. The underlying mechanism
associated with a periodic transition between negative and
positive inertial mass for the ac oscillation is discussed in
Sec. IV. We then develop a quasiparticle model to describe the
motion of spin soliton that can quantitatively account for this
extraordinary oscillation in Sec. V. The ac oscillations of spin
solitons in 3D setting are demonstrated in Sec. V1. Finally, our
conclusions and discussions are given in Sec. VII.

II. SPIN SOLITONS IN A TWO-COMPONENT
BOSE-EINSTEIN CONDENSATE

We consider a two-component BEC system which is
tightly confined in the radial direction so that the ra-
dial characteristic length is smaller than the healing length
and its dynamics is essentially one dimensional (1D) [15].
Rescaling the atomic mass and Planck’s constant to be
1, the mean-field energy for the quasi-1D BEC system
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can be written as H = f_Jr;o Y (=10 + Y (19D +
Ll ¥ + L1y |* + gl [Ply-[*1dx [15]. x is the axial co-
ordinate, and ¥ = (¥4, _)T denotes the condensate wave
function, where =+ refers to the two components. The dimen-
sionless dynamical equations can be written as the following
coupled model:

il 192
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The parameters g; and g3 denote intraspecies interactions be-
tween the atoms in the components v and y_, respectively,
and g, describes the interspecies interactions between the
atoms.

For g1 = g» = g3, the system is described by an integrable
Manakov model [16], and various types of solitons have
been deduced using the traditional inverse scattering method,
Bicklund transformation method, and Hirota bilinear method
[17-20], such as bright-bright, bright-dark, and dark-dark
solitons. Nevertheless, these solutions cannot be extended to
non-Manakov cases where the constraint condition g; = g, =
g3 is not satisfied. Here we claim that under the conditions
of 2g» = g1 + g3 and g; # g3, we can derive an exact soli-
ton solution with the constraint condition |y, |> + |¢_|*> = C
(C =1 for simplicity, see Appendix A for details). A soliton
solution with g, > g;, as an example, can be written in the
following explicit form:

/ 2
Yy(x,t) = /11— Z_Z sech[/c2 — v2(x — v1)]

Xeii[—g]t—gzt-ﬁ-ZU(x—vl‘)]’ (3)
v? iv
Y_(x,t) = ( 1 — — tanh [,/c§ —v2(x — vt)] + —)
c? Cs
e (=81 2821 , 4)

where ¢; = /g2 — g1 denotes the maximum speed of a soli-
ton. The moving velocity v of the soliton should be smaller
than ¢, and when it equals the speed of sound, the above
solution degenerates to a plane wave. When v = 0, we have
a static soliton, as shown in Fig. 1. The particle density
in the ¥, (¢_) component admits a bright soliton (dark
soliton). The bright soliton in one component is induced by the
effective potential generated by the dark soliton in the other
component [21].

The total density distribution of the soliton solution is uni-
form, i.e., |4 |> + |¥_|* = 1, while the population imbalance
of |4 |* — |¥_|? ranged in [—1, 1] exhibits an explicit soliton
profile. This differs from that of the usual dark-bright solitons
reported previously, where the sum density distribution also
shows a soliton profile [21-25]. At each position, the solution
has the analogous structures of a spin-half system represented
by a Bloch sphere [26-30], therefore, we term it as spin soli-
ton. Mathematically, we can calculate the spin density values

along three different direction by S, = (vi.  v*)oy . (zj ),
where oy, are the Pauli matrix for a spin-half particle. We
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FIG. 1. Density profiles of the spin soliton. There is a bright
soliton in the v/, component and a dark soliton in the ¥y_ component.
The whole particle density is uniform, and the pseudospin density
distribution (|14|*> — [¥_|?) admits a soliton. The parameters are
g1i=1,g=2,g3=3,andv=0.

then can represent the spin solitons on a Bloch sphere [30],
shown in Fig. 2 (red solid line). It is clearly seen that the spin
solitons correspond to varied closed curves on the sphere: The
static spin soliton admits a closed circle across the south and
north pole, and spin solitons with a moving velocity might
admit the complicated curves with some small node struc-
tures. For comparison, we also plot the “magnetic soliton”
found very recently [31] on the Bloch sphere as shown in
Fig. 2 (blue dashed line). We can see that the magnetic soliton
with zero velocity admits a quarter circle. With a nonzero
velocity, the quarter circle bifurcates into two unclosed curves
on the upper hemisphere of the Bloch sphere. Note that the
spin soliton emerges in the regime of g% > g1g3 Where the
ground state should be phase separation. The background
densities of its two components are different and equal to zero
and unit, respectively. The spin soliton solutions are stable
because of their local minimum energy property induced by
the nonlinearity. Taking the static spin soliton for an example,
we have calculated its excitation spectra and find that they are
all real values (see Appendix B). In contrast, the magnetic
solitons [31] emerge in the regime of g% < g1g3 Where the
ground state should be phase miscibility, the background
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FIG. 2. Spin solitons (red solid line) with v = 0.0, 0.6, 0.9 are
represented on a Bloch sphere, in which the parameters are g; = 1,
g» = 2, g3 = 3. As a comparison, we also plot the magnetic solitons
[31] (blue dashed line) with the same velocity of 0.0, 0.6, 0.9, where
the model parameters §g = \/gi183 — & =2, m=1,i=1,n=1,
so that in both situations the sound velocities are normalized to be
unit.
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FIG. 3. (a) Numerical evolution of the spin density with an ex-
ternal force of F = —0.01 adding on a bright soliton component (the
initial state is given by Fig. 1). The result shows that an ac oscillation
emerges. (b) The oscillation amplitude vs external constant force
strength. (c) The oscillation period vs force strength. The solid lines
are given by the analytical results A = ;‘—%Fl and T = ‘[‘F’T . The square
dots denote the numerical results.

densities of its two components have the same value of 0.5,
and total density distribution keeps uniform.

III. THE AC OSCILLATION OF A SPIN SOLITON DRIVEN
BY A CONSTANT FORCE

We now investigate the dynamics of the spin soliton driven
by a constant force. Initially, the spin soliton is set to be static,
as shown in Fig. 1. A weak unidirectional force (sketched
by Fig. 1) or, equivalently, a linear potential —F'x, is added
only to the bright soliton component v to avoid accelerating
the whole particle density background. In simulations, a term
of ff;o —F x|y, |>dx is added to the mean-field energy. Here
“weak” means that the external potential varies slowly over
the size scale of the soliton [22]; therefore, it cannot destroy
the soliton structure. We solve the nonlinear Schrédinger
equation numerically in a spatial range of [—600, 600] by
the discrete cosine transform method with homogeneous Neu-
mann boundary conditions [32,33].

We chose F = —0.01 to demonstrate our results. Strik-
ingly, the spin soliton moves in a direction opposite to the
force for a while and then changes direction, showing an oscil-
lation over the long term, as shown by the spin density evolu-
tion in Fig. 3(a). During the evolution, the whole particle den-
sity remains almost uniform with only an approximately 5%
mass density fluctuation. We perform further numerical calcu-
lations to investigate the dependence of the oscillation ampli-
tude A and period T on external force F'. The results are shown
in Figs. 3(b) and 3(c), respectively. It is clearly shown that the
oscillation frequency is proportional to the force and the am-
plitude is inversely proportional to the oscillation frequency.

Our extensive simulations show that the oscillation behav-
ior can emerge even for a bit higher or lower bright soliton
component, when the force strength is smaller than 0.05.
We have tuned the coupling strengths by 0.1 in absolute
magnitudes deviated from g; = 1, go = 2 and g3 = 3, the ac
oscillation still can be observed clearly. It indicates that the
striking oscillation phenomenon is rather robust.
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FIG. 4. (a) The relation between the kinetic energy of the spin
soliton and its moving velocity. The purple dashed line denotes
numerical results, and the solid line is given by (E; — ¢,/2)* + v* =
(cs/2)? derived from Lagrangian variational method. The spin soliton
admits both negative mass (upper semicircle) and positive mass
(lower semicircle) during one oscillation period. (b) The numerical
relations between the kinetic energy of the soliton in each BEC
component and its velocity. The bright soliton admits positive mass
(blue dashed line) and the dark soliton mainly has negative mass,
except near the maximum velocities (red solid line). The competition
between them enables the spin soliton to admit both positive and
negative mass. The green dot denotes the initial state for the ac
oscillation in Fig. 3(a). The black arrows indicate the evolution
direction. The parameters g; = 1, go =2, g3 = 3, F = —0.01.

IV. NEGATIVE-POSITIVE MASS TRANSITION

To understand this striking oscillation behavior, we first
investigate the kinetic energy of the spin soliton. The exact
spin soliton solution of the explicit expressions (3-4) cannot
describe the acceleration process because, in the presence
of an external force, the spin soliton will evolve with a
broadening or shrinking of its width and change shape. Thus,
we have to calculate the kinetic energy of the spin soliton
(the interaction energy keeps nearly zero for a spin soliton) by
directly solving the nonlinear Schrodinger equation according
to Ex = 17y (=302 + ¥* (—302)¥_dux. The parame-
ter L; is chosen to be a bit larger than the soliton size, i.e., L; =
30 and L, = 80. Our extensive numerical calculations suggest
a simple approximate relation between the kinetic energy and
moving velocity of (E; — ¢;/2)* + v = (¢;/2)* [34], which
gives two branches of Ey = ¢,/2 &+ /c2/4 — v2, as shown in
Fig. 4(a). This explicit dispersion relation is further verified
analytically according to the Lagrangian variational method
(see Appendix C for details).

The density profile of the spin soliton is spatially localized
during the whole evolution [see Fig. 3(a)]; therefore, the spin
soliton can be viewed as a quasiparticle. The inertial mass of
the spin soliton can be derived from the relation between the
soliton energy E; and velocity according to M* = 225

3w
IE; .
Zwé) [35], 1.€.,

2/c

V1= 02/(c;/2?

The inertial mass of the spin soliton is shown in Fig. 4(a). It
is seen that the spin soliton admits both negative mass (upper
semicircle) and positive mass (lower semicircle) during each
oscillation period.

M =7 5)
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We also calculate the inertial mass for the dark soliton and
bright soliton separately according to the individual kinetic
energy in each component of the BEC. The results are shown
in Fig. 4(b). The relations also agrees well with the ones given
by Lagrangian method. We see that the bright soliton admits
positive inertial mass, and the dark soliton admits mainly neg-
ative mass, similar to scalar soliton systems [36,37]. However,
in contrast to a scalar soliton, the density profile of the bright
soliton obtained here depends on the moving velocity, and its
inertial mass varies with the velocity accordingly [see the blue
dashed line in Fig. 4(b)]. The dark soliton [red solid line in
Fig. 4(b)], however, might exhibit positive mass around the
maximum velocities.

When applying an external force, the bright soliton initially
tends to move along the direction of the force. At same time,
it drags the dark soliton to move along the force direction
because the interaction between the dark soliton and bright
soliton is indeed attractive due to the repulsive interaction
between the two components. However, the dark soliton ad-
mits a relatively larger negative mass, implying that it prefers
to move against the drag force (i.e., buoyancy effect) and
can dominate the initial motion direction of the spin soliton.
In the following temporal evolution, due to the interplay
between the bright and dark solitons, the total inertial mass
of the spin soliton can periodically change from negative to
positive values. In contrast to the oscillation behavior of the
magnetic soliton that is directly induced by the axial harmonic
trap potential [31], the striking oscillation of our spin soliton
emerges in the absence of axial trapping potential and is due to
the intrinsic mechanism of positive-negative mass transition.

Negative mass is an interesting subject [38—40] and is
even believed to play an important role in the expansion
of the early universe. Negative mass has also been reported
in BEC systems. Recently, an experimental observation of
negative mass effects was realized through the engineering
of the dispersion relation by spin-orbit coupling effects [41],
in which negative mass leads to dynamical instability and a
sudden increase in the atomic density. Interactions of solitons
with positive and negative masses were investigated in a BEC
trapped by an optical-lattice potential [42].

V. QUASIPARTICLE MODEL

The concept of the inertial mass captures the response of
the spin soliton to an applied force, encapsulating Newton’s
equations of quasiparticle dynamics. The external potential
energy of a soliton E, = [ —Fx|y, [2dx = —2Fx./c; (x,
denotes the soliton center position). The force acting on
the spin soliton is then —(2—? = 2F /c,. Thus, the dynamical
trajectory of the spin soliton should be governed by 2F /¢, =
M *‘fi% Let us consider the explicit expression of the inertial
mass (5) and set the initial conditions to t =0,x, = v =
0. The analytical solution of the above Newton equation is
readily obtained as follows:

2

cy o
X, = —ﬁ sin®(Ft/cy). (6)
We can see that the oscillation amplitude A = #;I and pe-
riod T = %, which agrees well with numerical simulations

[see Figs. 3(c) and 3(d)]. We have compared the theoretical
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FIG. 5. (a) A comparison of spin soliton trajectories from quasi-
particle theory and numerical simulations for the ac oscillation in
Fig. 3(a). The periodic oscillation can be well predicted by quasi-
particle theory except for a small downward shift in the trajectory
induced by the dissipation of soliton energy, as discussed in the text.
(b) The corresponding temporal evolution of the kinetic energy, ex-
ternal potential energy, interaction energy, and sum of these energies.
Compared to the other two types of energy, the interaction energy
remains small. The small decay in the energy sum and the downward
shift in the external potential energy are due to the soliton energy
spreading to other regimes through the excitation of dispersive waves
or other nonlinear waves. For details, see the text. The parameters
g1 = l,gz = 2,g3 = 3,F = —0.01.

prediction with numerical simulations for the ac oscillation in
Fig. 3(a). As shown in Fig. 5(a), both the oscillation amplitude
and period can be well predicted by the simple model, except
for a small downward shift in the trajectory. To understand
this deviation, in Fig. 5(b), we integrate over the local soliton
profile (safely in [—30, 80] regime) and plot the temporal
evolution of the kinetic energy Ej, external potential en-
ergy E,, interaction energy of soliton Ejper = ff;o (S|t +
S (Y- — 1 + g+ P> — Dldx [21,43], and sum of
these energies. Compared to the other two types of energy,
the total interaction energy Einer Sum over three terms keeps
nearly zero, while each of them is not. Note that the interaction
plays an important role manifesting that the dispersion rela-
tion or inertial mass are explicitly dependent on the interac-
tion parameters. The kinetic energy Ej oscillates periodically,
and there is a periodic transition between the kinetic energy
and external potential energy. However, the external poten-
tial energy shifts downward, and the energy sum shows an
“unphysical” decay. These effects are due to the soliton energy
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spreading to other regimes through the excitation of dispersive
waves or other nonlinear waves. Our numerical simulations
indicate that dispersive waves mainly emerge in the dark
soliton component and are almost absent in the bright soliton
component. The total energy in the full space [—600, 600] is
conserved in our numerical simulations. Due to total energy
conservation, with an increase in the dispersive wave energy,
the external potential energy of the soliton will decrease,
leading to a deviation in the spin soliton trajectory from our
quasiparticle model.

VI. THE AC OSCILLATION IN 3D SETTING

We now extend to investigate the ac oscillation in
three-dimensional (3D) setting, that is, the BECS are trapped
by a harmonic trap 3 lo J_(y +z2)+ sw?x?. The evolution
of spin soliton in 3D case in the presence of a harmonic
trap can be described by ld‘/’* + 1AV — (&P P +
-y - [wio2+z2>/2+w2x2/2 Fxlyr;. =0 and

%+ 3 AV — (@1 + &P — [0l 67 + 2/
2 + w2x2 /21¥_ =0, where g%D 2’1 . Other parameters
are the same as those of the homogeneous case. In order
to perverse the feature of our spin soliton, we study the
Thomas-Fermi regime, i.e., we use a weak harmonic trap
of frequency wy. In this case, the dark soliton is modulated
by the Thomas-Fermi ground state ,/max(1 — w2x2/2,0).

The initial states are ¥, = sech[cyx] ’%“’N’z“z), v =

ymax(1 — w2x?/2, 0) tanh[c,x] 9L e=3010°+) Here we
use a strongly confining transverse frequency w; = 20
to ensure that radial characteristic length is smaller than
the healing length for quasi-1D approximation (radial
characteristic length is 0.22, and the healing length is about
0.71 in this case). We will show that the striking ac oscillation
emerges and is rather robust in the genuinely 3D situation.

We first set @, = 0 corresponding to the above quasi-1D
BEC, we integrate the Gross-Pitaevskii equation numerically
using the finite element method and the fourth-order Runge-
Kutta method. We have applied periodic boundary conditions
to the bright soliton component and homogeneous Neumann
boundary conditions to the dark soliton component. The
results presented in Fig. 6 demonstrate a perfect one cycle
oscillation (see the movie [44] for a more complete dynamics
to t = 1000). The oscillation period (& 320) agrees to its 1D
counterpart as well as our theory.

When w, = 0.05, i.e., a harmonic trap along the x axis
presents, we solve the Gross-Pitaevskii equation numerically
using the finite element method and the fourth-order Runge-
Kutta method, and we applied periodic boundary conditions
to both the bright and dark components as the condensate is
trapped. We have still observed a kind of periodic oscillation
shown in Fig. 7 (see the movie [45] for a more complete
dynamics to ¢t = 1000). Its period is about 200, which is
however much shorter than the one in Fig. 6. In this situation,
the intrinsic ac oscillation has been dramatically influenced by
the external potential. One can see some smear of the bright
soliton component in Fig. 7, due to the nonlinear excitation
generated by the external harmonic trap. Therefore, to observe
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FIG. 6. The spin soliton ac oscillation dynamics in a 3D setting
with no harmonic trap along the x axis. The dynamics agrees well
with the effective 1D counterpart, cf. Fig. 3(a). One cycle is illus-
trated. Note that the condensate has rotational symmetry along the x
axis and hence only the x-z cross section is shown. The parameters
w,=0,w; =20, =1,82=2,83=3,F =—-0.01.

our intrinsic ac oscillation, the external trap should be weak
enough satisfying the limitation w, < ' L

VII. CONCLUSION AND DISCUSSION

We demonstrate that ac oscillation emerges for a driven
spin soliton in a two-component BEC and reveal its distinc-
tive mechanism associated with the negative-positive mass

lv|
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FIG. 7. The spin soliton oscillation dynamics in a 3D setting with
a harmonic trap along the x axis. One can still observe a robust
oscillation of spin soliton. One cycle is illustrated. The oscillation
period (amplitude) is much shorter (smaller) than the ones in Fig. 6.
The condensate has rotational symmetry along the x axis and hence
only the x-z cross section is shown. The parameters w, = 0.05,
w|, = 20,g1 = 1,g2 = Z,g; = 3,F = —0.01.
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transition. Our numerical simulations indicate that spin soliton
and the ac oscillation are stable and robust and can emerge in
genuinely 3D situation. This striking phenomenon is expected
to be observed in current experiments.

Let us consider ultracold 8’Rb atoms prepared in the
internal states |F = 1,mp = —1) and |F = 2, mp = 0) (de-
noted by v, and Y_, respectively). For hyperfine states,
the scattering lengths can be manipulated by external mag-
netic fields [46—48], which can be used to ensure that the
nonlinear interaction strength nearly satisfies the condition
2g> = g1 + g3 for spin solitons. Recent experiments indicated
that vector solitons can be prepared well in BEC systems
[24,25,49]. Our numerical simulation also indicates that the
ac oscillation phenomenon of a spin soliton is robust against
a low level of noise and some parameter deviations from ideal
condition. A weak magnetic field can be applied along the
principal axis of the cigar-shaped BEC to drive the bright
soliton in the |F = 1, mp = —1) state without influencing the
|FF =2, mp = 0) component.

In principle, the ac oscillation phenomenon of a spin
soliton can be used to diagnose weak forces or related physical
quantities through a direct measurement of the moving period
of ultracold atoms, for instance, the cigar-shaped BEC with
a spin soliton could serve as a bubble level instrument that
can work in a microgravity environment. This approach offers
an alternative to the approach employed in recent experiments
with optomechanical systems [50,51], where forces are deter-
mined through the measurement of optical frequencies.
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APPENDIX A: THE METHOD OF DERIVING AN EXACT
SOLITON SOLUTION

To obtain spin solitons, we first set a constrain condition on
the mass density distributions [1/,|> 4+ |¥_|> = 1. With this
condition, we can further simplify Egs. (1) and (2) as follows:

By 197y 2
=ty + (&2 — gDV 'Yy — g2+ =0,
(AD)
oy 197y 2
i sl — _fy — _=0.
==t 55 T8IV — gy

(A2)

If g» — g1 and g, — g3 are both negative or positive, there
are dark solitons or bright solitons in the two components.
Obviously the superposition of them cannot be unform at
all. Therefore, we need the second constrain condition that
g» — g1 and g, — g3 have different signs for spin solitons. In
this case, there are one dark soliton and one bright soliton in
the two components, respectively, and it is possible to satisfy
the condition |y, |* + |_|*> = 1. We choose g, — g1 > 0 and
g» — g3 < 0 to derive spin solitons analytically and exactly,
from the well-known results of scalar nonlinear Schrédinger
equation. Then we can give static bright soliton and dark
soliton solution of Egs. (A1) and (A2) as follows:

Vi

= —YL__ gech[\/fix] €1/ igt (A3)
[/ =5 fi
v = % tanh[/ fox]e 2 i (A4)

where f| and f, determine the amplitude of bright soliton
and plane wave background for dark soliton component, re-
spectively. Finally, the constrain condition |1/, |> + [¥_|> = 1
further gives that fj = f, =g, —g; and g1 — g = g — 83-
In this way we construct a static spin soliton solution of
Egs. (1) and (2) as follows:

¥y (x, 1) = sechcyx]ez =811 =811, (AS)

W_(x,t) = tanh[c,x]e (81282 (A6)

where ¢; = /g2 — g1 denotes the speed of sound. One can de-
rive spin soliton solution with velocity in similar ways, and the
spin soliton solution is given in the text. This means that it is
possible to construct exact spin soliton solutions with the con-
dition g; 4+ g3 = 2g,. It should be noted that the spin soliton
solutions fails to hold for the case g; = g» = g3, for which the
coupled model becomes the well-known integrable Manakov
model, and mass solitons exist with many different forms.

APPENDIX B: THE STABILITY OF SPIN SOLITON IN 1D

We perform linear stability analysis on the spin
soliton. Introducing weak perturbations on the spin
soliton, ¥y, = Y [1 4+ Py (x)e™ + Q0 (x)e™ '], ¢_, =
V_[1 4+ P_(x)e™ + Q_(x)e™™""] (where -, and y_ are the
spin soliton solution), we can obtain linearized equation
for the eigenvalue of A. The excitation spectrum is shown
in Fig. 8. Im[A] = O indicates that spin soliton is stable.
Numerical simulations also indicate that spin soliton is indeed
robust against noises in a one-dimension case.

APPENDIX C: THE ANALYTIC DERIVATION OF THE
RELATION BETWEEN KINETIC ENERGY AND
VELOCITY BY LAGRANGIAN VARIATIONAL METHOD

The dynamical equation of a two-component BEC driven
by a constant force F' can be written as follows:

0 12
’.% =73 azf; + (@Y >+ gV,
—Fxyy, (1)
Oy 19%y_
o T T2 T (Vi ? + glv_Hy_. (C2)
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FIG. 8. The excitation spectrum of the static spin soliton. It is
seen that spin soliton admits spectral stability.

With considering the constrain condition Wil + v_|> =
1, i.e., we can simplify Egs. (Cl) and (C2) as la'/’+ +
L 2 PYy — oty + Fage =0, i é%,‘i’f

fll/f—l Y- — gy =0, where ¢ = g — g1 = g3 — . The
above equation can be further written as

v, 192y, , , FX
8_T+§ e + WYy — g2/cs vy + C—S,‘/er:O’
(C3)
oV 10y , ,
Z Py — _=0 C4
=7 T2ax2 — V-V — g/ . (C4)

where X = ¢;x, T = 2t which are introduced to simplify the
following calculations.

In the presence of the force F term, the system become
nonintegrable and the exact analytic expressions for the dy-
namic evolution of the spin solitons cannot be obtained. We
thus exploit the Lagrangian variational method to evaluate the
dynamics of the spin soliton by introducing the following trial
functions:

Yy = f(T)sech{X — b(T)]/w(T)}e ™D DD,
(C5)

= (iy/1— (T2 + f(T)tanh{[X — b(T)]/w(T)}e® ™.
(C6)

Note that the total density keeps a constant in temporal
evolution. The soliton position, amplitudes, and width vary
in time.

We now use the Lagrangian variational method to derive
expressions of b(T), f(T), w(T), p1(T), ¢po(T), 6o(T). The

Lagrangian of the system is L(t) = [">[L(yid, ¥y —
Vd ) + (W — v a1 — php) — g0y —
Sl =5y |- %“(Ilﬂ—.lz—l)2 — oy PAy-? - D+
Fxlyri ] dx = [2 3, U5 (Wporyy — vadryl) + 502

Ory— — Y-y )1 — i) — 31x e P — 1ok v 71 — &
B+ 5 (- = D>+ & W PAy-1> = DI+ %FX
|4 |?}dX = L(T). The factor (1 — W%‘z) is introduced for
the dark soliton state, or it is impossible to integrate the term
+5(Wr 0y —_0,¢*). This problem was first solved by
Kivshar et al. in 1995 [43]. It should be noted that g, — g; =
g3 — g» 1s kept for spin soliton. Substituting the trial wave

functions into the Lagrangian, and after taking the particularly
elaborate integrals, we obtain that L(T) = ¢,(2f(T)*w(T)[¢,
(T (1) = g(T)1 = LEE[1 + ¢ (T Pw(T)?] + 2 (T)w(T)
6o + 2faresin[f(T)] — f(T)y/1=f(T)*}'(T)) + %ZFf(T)2
w(T)b(T), where b (T)= %b(T), etc. Our initial
conditions are f(0) =w(0) =1, b(0)=5'(0) =0. From
the conservation of the norm of the bright component,
we have w(T)=1/f(T)>. It is now straightforward to
apply the Lagrangian equation dT(aL(T)) aL(aT), where
oa=b(T), f(T),p:1(T), dpo(T), 60(T). We have obtained
three nontrivial equations along with two trivial equations
the three nontrivial equations are (arcsin[f]) = Cg,

= f/1—f%, ¢ =VF. Using the initial conditions, we
find the following solution:

f(T) = cos (FT/c}), (C7)
3
b(T) = i;—; sin? (FT/c), (C8)
¢1(T) = (T) ==£cos (FT/c})sin (FT/c}). (C9)

Substituting the trial functions into kinetic energy E; =
[Ty (=1a2)y + ¢ (—182)y_dx, we obtain the disper-

sion relation
e\ 2
E ==+ =) =2,
2 2

This also means that (Ex — ¢;/2)> 4+ v = (c;/2)?, which
agrees well with the numerical simulation results in the
main text. The interaction energy can be also calculated:
Eier = [T T4V 1+ S 1P = 12 + Yy Py 2 —
1]dx = 0.

Moreover, the soliton center and speed evolve as x, =
X./cs =b(T)/cy = :i: = sin 2(Ft)cs), v= dx" = +5 sin2F
t/cg). This indicates that the spin soliton osc1llates perlodl-
cally in the presence of a constant force. These results agree
perfectly with the results calculated from the quasiparticle
model in the main text.

(C10)
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